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Continuous Random Variables
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Continuous Random Variables

Remember that random variables may be classified as
I Discrete: The random variable assumes a countable number of distinct values.
I Continuous: The random variable is characterized by (infinitely) uncountable values

within any interval.

When computing probabilities for a continuous random variable, keep in mind
that P (X = x) = 0. Why?

I We cannot assign a nonzero probability to each infinitely uncountable value and still
have the probabilities sum to one.

I Thus, since P (X = a) and P (X = b) both equal zero, the following holds for
continuous random variables:

P (a ≤ X ≤ b) = P (a < X < b) = P (a ≤ X < b) = P (a < X ≤ b).
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PDF and CDF

Probability Density Function (PDF) f(X) of a continuous random variable X
describes the relative likelihood that X assumes a value within a given interval
(e.g., P (a ≤ X ≤ b)), where

I f(x) > 0 for all possible values of X.
I The area under f(x) over all values of x equals one.

Cumulative Density Function (CDF) F (x) of a continuous random variable X
I For any value x of the random variable X, the cumulative distribution function F (x)

is computed as
F (x) = P (X ≤ x).

I As a result,
P (a ≤ X ≤ b) = F (b) − F (a).
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The Normal Distribution
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The Normal Distribution

Symmetric

Bell-shaped

Closely approximates the probability distribution of a wide range of random
variables, such as the

I Heights and weights of newborn babies
I Scores on SAT
I Cumulative debt of college graduates

Serves as the cornerstone of statistical inference.
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The Normal Distribution

Symmetric about its mean: Mean=Median=Mode

x

f(x)

Asymptotic: that is, the tails get closer and closer to the horizontal axis, but
never touch it.
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The Normal Distribution

The normal distribution is completely described by two parameters: µ and σ2.
I µ is the population mean which describes the central location of the distribution.
I σ2 is the population variance which describes the dispersion of the distribution.

Probability density function of the normal distribution for a random variable X
with mean µ and variance σ2:

f(x) =
1

σ
√

2π
exp

(
− (x− µ)2

2σ2

)
,

where π = 3.14, exp(x) = ex, and e ≈ 2.718 is the base of the natural logarithm.
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The Normal Distribution

Example

Suppose the ages of employees in Industries A, B, and C are normally distributed.
Here are the relevant parameters:

Industry A Industry B Industry C

µ 42 36 42
σ 5 5 8

(a) σ is the same, µ is different (b) µ is the same, σ is different
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The Standard Normal Z Distribution

A special case of the normal distribution is the standard normal Z distribution:
I Mean µ = 0.
I Standard deviation σ = 1.
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Standard Normal Table (z Table)

Gives the cumulative probabilities P (Z < z) for positive and negative values of z.

Since the random variable Z is symmetric about its mean of 0,

P (Z < 0) = P (Z > 0) = 0.5

To obtain the P (Z < z), read down the z column first, then across the top.
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Standard Normal Table (Z Table)
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Example

Finding the Probability for a Given z Value.

Transform normally distributed random variables into standard normal random
variables and use the z table to compute the relevant probabilities.

The z table provides cumulative probabilities P (Z ≤ z) for a given z.
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Example

Finding the Probability for a Given z Value.

Remember that the z table provides cumulative probabilities P (Z < z) for a given
z.

If z is negative, we can look up this probability from the left-hand page of the z
table
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More Example

Example

Finding probabilities for a standard normal random variable Z that
P (−1.52 ≤ Z ≤ 1.96).

−1.52 1.96
z

P (−1.52 ≤ Z ≤ 1.96)

=P (Z ≤ 1.96)− P (Z ≤ −1.52)

=0.9750− 0.0643

=0.9107
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Finding a z Value for a Given Probability

For a standard normal variable Z, find the z values that satisfy
P (Z ≤ z) = 0.6808.
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Finding a z Value for a Given Probability

For a standard normal variable Z, find the z values that satisfy
P (Z ≤ z) = 0.6808.
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Finding a z Value for a Given Probability

Go to the standard normal table and find 0.6808 in the body of the table.

Find the corresponding z value from the row/column of z.

z = 0.47.
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The Normal Transformation

Any normally distributed random variable X with mean µ and standard deviation σ
can be transformed into the standard normal random variable Z as

Z =
X − µ
σ

with corresponding values

z =
x− µ
σ

.

As constructed, the mean of Z is 0 and standard deviation of Z is 1.
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The Normal Transformation

A z value specifies by how many standard deviations the corresponding x value
falls above (z > 0) or below (z < 0) the mean.

A positive z indicates by how many standard deviations the corresponding x lies
above µ.

A zero z indicates that the corresponding x equals µ.

A negative z indicates by how many standard deviations the corresponding x lies
below µ.
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The Normal Transformation

Use the inverse transformation to compute probabilities for given x values.

A standard normal variable Z can be transformed to the normally distributed
random variable X with mean µ and standard deviation σ as

X = µ+ Zσ

with corresponding values x = µ+ zσ.
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The Normal Transformation

Example

Scores on a management aptitude exam are normally distributed with a mean of 72 (µ)
and a standard deviation of 8 (σ).

Given this information, we can transform any score into a z value which shows its
relative location to the mean.

For instance, given the score 60, using the transformation formula,

z =
x− µ
σ

=
60− 72

8
= −1.5

Using the standard normal table, find

P (Z > −1.5) = 1− P (Z < −1.5) = 1− 0.0668 = 0.9332
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Summary

PDF and CDF.

The normal distribution: mean and variance.

The standard normal distribution and transformation from the normal.
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