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Confidence Interval for the Population Mean When σ Is Known
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Several Concepts

Definition

Point estimator is a function of the random sample used to make inferences about the
value of an unknown population parameter.

For example, X is a point estimator for µ.

Definition

Point estimate is the value of the point estimator derived from a given sample.

For example, x̄ = 60, 000 is a point estimate of the mean starting salary of business
graduates.
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Several Concepts

Definition

Confidence interval provides a range of values that, with a certain level of confidence,
contains the population parameter of interest. It is also referred to as an interval
estimate. Construct a confidence interval as:

Point estimate±Margin of error

Margin of error accounts for the variability of the estimator and the desired confidence
level of the interval.
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Constructing a Confidence Interval for µ When σ is Known

Consider a standard normal random variable Z,

P (−1.96 ≤ Z ≤ 1.96) = 0.95

as illustrated here.
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Constructing a Confidence Interval for µ When σ is Known

Since

Z =
X − µ
σ/
√
n
,

we get

P

(
1.96 ≤ X̄ − µ

σ/
√
n
≤ 1.96

)
= 0.95,

which, after algebraically manipulating, is equal to

P

(
µ− 1.96× σ√

n
≤ X ≤ µ+ 1.96× σ√

n

)
= 0.95.
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Constructing a Confidence Interval for µ When σ is Known

Note that

P

(
µ− 1.96× σ√

n
≤ X ≤ µ+ 1.96× σ√

n

)
= 0.95

implies there is a 95% probability that the sample mean X will fall within the
interval

µ± 1.96σ/
√
n.

Thus, if samples of size n are drawn repeatedly from a given population, 95% of
the computed sample means, x̄’s, will fall within the interval and the remaining
5% will fall outside the interval.
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Constructing a Confidence Interval for µ When σ is Known

Since we do not know µ, we cannot determine if a particular x̄ falls within the
interval or not.

However, we do know that x̄ will fall within the interval µ± 1.96σ/
√
n if and only

if µ falls within the interval x̄± 1.96σ/
√
n.

This will happen 95% of the time given the interval construction. Thus, this is a
95% confidence interval for the population mean.

Ding (University of Kentucky) Lecture 4 February 6, 2019 9 / 26



Constructing a Confidence Interval for µ When σ is Known

Level of significance (i.e., probability of error = α).

Confidence coefficient = (1− α)
α = 1− confidence coefficient

A 100(1− α)% confidence interval of the population mean µ when the standard
deviation σ is known is computed as x̄± zα/2σ/

√
n, or equivalently,

[x̄− zα/2σ/
√
n, x̄+ zα/2σ/

√
n].

Ding (University of Kentucky) Lecture 4 February 6, 2019 10 / 26



Constructing a Confidence Interval for µ When σ is Known

zα/2 is the z value associated with the probability of α/2 in the upper-tail.

Confidence intervals:
I 90%, α = 0.1, α/2 = 0.05, zα/2 = z.05 = 1.645.
I 95%, α = 0.05, α/2 = 0.025, zα/2 = z.025 = 1.96.
I 99%, α = 0.01, α/2 = 0.005, zα/2 = z.005 = 2.575.
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Interpreting a Confidence Interval

Interpreting a confidence interval requires care.

Incorrect: The probability that µ falls in the interval is 0.95.

Correct: If numerous samples of size n are drawn from a given population, then
95% of the intervals formed by the formula x̄± zα/2σ/

√
n will contain µ.

I Since there are many possible samples, we will be right 95% of the time, thus giving
us 95% confidence.
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Confidence Interval (CI) Calculation

Example

To estimate the mean age of subscribers to Sports Illustrated magazine, a random
sample of 100 subscribers is taken.

The sample mean=31

The population variance=144

Calculate a 95% confidence interval for µ
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1 The sample mean X = 31

2 n = 100, (1− α) = 0.95, so α = 0.05.
σ2 = 144⇒ σ = 12.
Therefore,

σX̄ =
σ√
n

=
12

10
= 1.2

3 Find the values +Zα/2 and −Zα/2
At 95% confidence, α = 0.05. Zα/2 = Z0.05/2 = Z0.025. So 1.96.

4 The two-sided confidence interval is:[
x̄− zα/2

σ√
n
, x̄+ zα/2

σ√
n

]
[
31− 1.96

12√
100

, 3̄1 + 1.96
12√
100

]
= [28.65, 33.35]

5 Provide a full interpretation of your result.
Based on this sample, I can say with 95% confidence that the true population
mean age of subscribers to Sports Illustrated is between 28.65 and 33.35 years.
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Factors that Influence the Width of a Confidence Interval

Sample size n.
For a given confidence level 100(1− α)% and population standard deviation σ,
the smaller the sample size n, the wider the width of the interval.

Standard deviation σ.
For a given confidence level 100(1− α)% and sample size n, the greater the
population standard deviation σ, the wider the confidence interval.

Confidence level 100(1− α)%.
For a given sample size n and population standard deviation σ, the greater the
confidence level 100(1− α)%, the wider the width of the interval.

Caution: increasing the CI increases the likelihood of capturing µ, but decreases
precision.
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Confidence Interval for the Population Mean When σ is Unknown
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The t-Distribution

If repeated samples of size n are taken from a normal population with a finite
variance, then the statistic T follows the t-distribution with (n− 1) degrees of
freedom, df .

Degrees of freedom=# observations (n)-1

df determines the extent of the broadness of the tails of the distribution; the fewer
the degrees of freedom, the broader the tails.
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Summary of the tdf -Distribution

Bell-shaped and symmetric around 0 with asymptotic tails (the tails get closer
and closer to the horizontal axis, but never touch it).

Has slightly broader tails than the z distribution.

Consists of a family of distributions where the actual shape of each one depends
on the df . As df increases, the tdf distribution becomes similar to the
z-distribution; it is identical to the z-distribution when df approaches infinity.
http://demonstrations.wolfram.com/

ComparingNormalAndStudentsTDistributions/
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Example

Compute tα/2,df for α/2 = 0.025 using 2, 5, and 50 degrees of freedom.

Turning to the Student’s t Distribution table in Appendix A, or using the T.INV()
function:

For df = 2, t0.025,2 = 4.303

For df = 5, t0.025,5 = 2.571

For df = 50, t0.025,50 = 2.009

Note that the tdf values change with the degrees of freedom. Further, as df increases,
the tdf distribution begins to resemble the z distribution.
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Constructing a Confidence Interval for µ When σ is Unknown

A 100(1− α)% confidence interval of the population mean µ when the population
standard deviation σ is not known is computed as

x̄± tα/2,df
s√
n

or equivalently, [
x̄− tα/2,df

s√
n
, x̄+ tα/2,df

s√
n

]
,

where s is the sample standard deviation.
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Constructing a CI if Population Variance is Unknown

1 Determine the sample mean

2 Record the sample size n, the level of confidence (1− α), and the sample standard
deviation, s.

3 Find the values +tα/2,v, and −tα/2,v with degrees of freedom v = n− 1 from
t-table.

4 The two-sided confidence interval is[
x̄− tα/2,df

s√
n
, x̄+ tα/2,df

s√
n

]
5 Interpret your result. We are 100(1− α)% confident that the true population

mean falls in this interval.
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Example

The Summerhill Trucking Company owns a large fleet of rental trucks. Many of the
trucks need substantial repairs from time to time. The company president takes a
random sample of 64 trucks and finds the sample mean annual repair bill is $1,245 and
the sample standard deviation, S=$288. However, the president does not have
information regarding the population parameters.

Calculate a 99% confidence interval for µ.
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1 The sample mean is $1,245

2 n = 64, (1− α) = 0.99⇒ α = 0.01. S = 288, se = S√
n

= 288√
64

= 36.

3 t values: α/2 = 0.005, v = 64− 1 = 63, tα/2,63 = t0.005,63. You can find it in the
t-table at the intersection of column 60 and row 0.005, so t = 2.660.

4 The two-sided confidence interval is:[
1245− 2.660

288√
64
, 1245 + 2.660

288√
64

]
= [1149.24, 1340.76]

5 Interpret your result: We can say with 99% confidence, that the true population
mean annual repair bill for Summerhill’s trucks is between $1,149.24 and
$1,340.76.
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Using Excel to construct confidence intervals. The easiest way to estimate the mean
when the population standard deviation is unknown is as follows:
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